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PART A (10 x 2 = 20 marks)

1. Assume that X is a continuous random variable with the probability density
3- (2x - x2), 0 < x < 2

function f(x) = 4 . Find P (X > 1) .

0 otherwise

2. A random variable X is uniformly distributed between 3 and 15. Find the
variance of X.

3. The joint probability mass function of a two dimensional random variable
(X, Y) is given by P(x, y) = K(2x + y), x = 1, 2 and y = 1, 2 where K is a
constant. Find the value of K.

4. The two regression equations of two random variables X and Y are
4x - 5y + 33 = 0 and 20x - 9y = 107. Find the mean values of X and Y.

5. Define SSS process.

6. Write down any two properties of Poisson process.

7. Compute the mean value of the random process {X(t)} whose auto correlation

function is given by {R (t)} = 25 + 4
1 + 6 r 2

8. Prove that the spectral density of a real random process is an even function.
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9.

10.

Define casual system.

Define transfer function of a system.

PART B - (5 x 16 = 80 marks)

11. (a) (i) The pdf of a random variable X is given by f(x) =
0 x b

0, otherwise
For what value of b is f(x) a valid pdf? Also find the cdf of the
random variable X with the above pdf. (8)

(ii) State and prove memory less property of Geometric distribution. (8)

Or

(b) (i) Find the moment generating function of Poisson distribution and
hence find its mean and variance. (8)

(ii) In a normal distribution, 31% of items are under 45 and 8% of items
are over 64. Find the mean and the standard deviation of the
distribution. (8)

12. (a) (i) The joint probability mass function of (X, Y) is given by

p(x, y) = -1
2

(2x + 3y), x = 0,1, 2 and y = 1, 2, 3 . Find all the
7

marginal and conditional probability functions of X and Y. (10)

The joint pdf of (X, Y) is f(x, y) = e-(x+Y) , x, y . Are X and Y
independent? (6)

Or

(b) (i) The joint pdf of a random variable (X, Y) is

f(x, y) = 25e-5Y 0 < x < 0.2, y > 0 . Find the covariance of X and Y.(8)

(ii) The random variables X and Y each follow exponential distribution
with parameter 1 and are independent. Find the pdf of U = X -Y .

(8)

13. (a) (i) A random process {X(t)} is defined by

X(t) = A cost B sin t, -cc < t < 00 where A and B are independent

random variables each of which has a value -2 with probability
1-
3

and a value 1 with probability -2 . Show that {X(t)} is a wide
3

sense stationary process. (8)

(ii) Suppose the customer arrive at a bank according to Poisson .process
with mean rate of 3 per minute. Find the probability that during a
time interval of two minutes. (1) Exactly four customers arrive.
(2) Greater than 4 customers arrive. (3) Fewer than 4 customers
arrive. (8)

Or
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(b) (i) A man either drives a car or catches a train to go to office each day.
He never goes two days in a row by train. But he drives one day ,

then the next day is just as likely to drive again as he is to travel by
train. Now suppose that on the first day of the week, the man
tossed a fair dice and drove to work if and only if a 6 appeared. Find
the probability that he takes a train on the fourth day and the
probability that he drives to work on the fifth day. (8)

(ii) Define semi randOrn telegraph signal process and prove that it is an
evolutionary Process. (8)

14. (a) (i) Two random processes {X(t)} and {Y(t)} are defined as
{X(t)} = A cos(wt + 0) and {Y(t)} = B sin(wt + 0) where A, B and w
are constants and 0 is uniformly distributed random variable over
(0, 271-) . Find the cross correlation function of {X(t)} and {Y(t)} . (8)

(ii) The power spectrum of a WSS process {X(t)} is given by.

S(w) =
1

. Find its auto correlation function R(z-). (8)0)2)2

Or

If Y(t) = X(t + a) - X(t - a) prove that R (z) = 2Rxx r + 2a) -

Rxx (r - 2a) Hence prove that S (W) = 4 sine aw Sxx(w) . (10)

The autocorrelation function of the random telegraph signal process
is given by R(r) = ate- 2'"1 =1

. Determine the power density spectrum
of the random telegraph signal. (6)

CO

15. (a) If {X(t)} is a WSS process and if Y(t) = h(u) x (t - u) du , prove that
J

(i) Rxy (r) = 170c(r)* h(-r) and

(ii) Ryy (r) = Rxy(r)* h(r) where * denotes convolution

Sxy(co) = S xx(w)H* (w) where H* (w) is the complex conjugate of
I1(w)

(iv) S yy (W) = S Ly(C0)1H (W)12 (16)

Or

(b) A Random process X(t) is the input to a linear system whose impulse
response is h(t) = 2e-t ,t 0 . If the autocorrelation function of the process
is R XX (r) = e 21 =1, determine the cross correlation function R, (r) between
the input process X(t) and the output process Y(t) X and the cross
correlation fundtion Ryx(r) between the output process Y(t) and the
input process X(t). (16)
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